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Abstract 

The rapid advancement of Artificial Intelligence (AI) technologies has brought forth 
unprecedented opportunities alongside complex ethical challenges. While global 
ethical frameworks emphasize principles such as transparency, accountability, and 
human dignity, the integration of Islamic ethical principles offers a distinctive and 
holistic moral framework rooted in divine guidance. This paper explores the pivotal 
role Islamic ethics can play in guiding the development and deployment of AI 
technologies, particularly within Muslim-majority societies and in global discourse. 
Drawing from foundational sources such as the Qur’an, Hadith, and Islamic 
jurisprudence (Fiqh), the study emphasizes key values including Adl (justice), 
Amanah (trust), Maslahah (public interest), Hurmah (sanctity of life and privacy), and 
Tawheed (oneness of God) as ethical anchors in technological innovation. The paper 
critically assesses contemporary AI challenges—such as bias in algorithms, 
surveillance, data exploitation, and automation’s impact on labor—from an Islamic 
ethical standpoint. It argues that Islamic teachings can offer not only prohibitive 
boundaries but also constructive guidance for creating AI systems that uphold human 
dignity, equity, and social justice. Furthermore, it proposes a framework for Islamic 
ethical governance in AI, involving scholars, technologists, and policymakers in 
collaborative deliberation. By incorporating Islamic moral thought into AI ethics, the 
research aims to promote a more inclusive, culturally sensitive, and ethically 
grounded technological future. This approach also encourages Muslim nations to 
proactively contribute to global AI ethics discourse while preserving their religious 
values and social integrity. Ultimately, the study highlights the necessity of moral 
accountability in innovation, aligning technological advancement with the broader 
ethical vision of Islam. 
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Introduction 
The Fourth Industrial Revolution has ushered in an era of Artificial Intelligence (AI), changing 
the way societies function—from healthcare and finance to education and governance. While 
AI promises improved efficiency and innovation, it also raises critical ethical issues: bias, 
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surveillance, autonomy, unemployment, and the potential misuse of technology. In 
predominantly Muslim societies, and globally among Muslim professionals and scholars, 
there is a growing interest in ensuring that AI conforms to Islamic ethical values. 
Islamic ethics (Akhlaq) provides a holistic moral system derived from divine revelation 
(Qur’an), the prophetic tradition (Sunnah), and rational reflection (Ijtihad). This system can 
offer valuable insights and constraints for the responsible development and deployment of 
AI technologies. By aligning AI design and governance with Islamic ethical principles, 
stakeholders can ensure that technological progress does not compromise human dignity, 
justice, and social harmony. 
Foundations of Islamic Ethics 
Islamic ethical principles offer a comprehensive moral framework derived from divine 
revelation and prophetic guidance.1  
These principles are not only timeless but also adaptable to contemporary technological 
challenges, including the development and deployment of Artificial Intelligence (AI).2  
Two primary foundations underpin Islamic ethics: the Qur’an and Sunnah, and the Objectives 
of Shariah (Maqāṣid al-Sharī‘ah). 
Qur’an and Sunnah as Primary Sources 
The Qur’an and the Sunnah of the Prophet Muhammad صلى الله عليه وسلم serve as the ultimate sources of 
ethical guidance in Islam.3  
The Qur’an lays down overarching moral values such as justice (‘adl), compassion (raḥmah), 
trust (amānah), and accountability (mas’ūliyyah). One prominent verse that captures the 
ethical foundation of human dignity is: 
“And We have certainly honored the children of Adam...”4  
This verse emphasizes the inherent sanctity of human life and dignity, which must be 
protected in all aspects of human endeavour, including technological innovation. Similarly, 
the Sunnah of the Prophet صلى الله عليه وسلم reflects a consistent pattern of ethical behavior in personal, 
social, and administrative affairs—offering practical models of fairness, compassion, 
transparency, and responsibility. 
These principles, when applied to AI, suggest that technologies must be human-cantered, just, 
and accountable, ensuring that human dignity is not compromised in pursuit of efficiency or 
profit.5 
Objectives of Shariah (Maqāṣid al-Sharī‘ah) 
Islamic ethics is also guided by the Maqāṣid al-Sharī‘ah—the higher objectives of Islamic law.6  
These objectives ensure that all legal and ethical rulings serve the welfare of humanity. The 
five universally recognized maqāṣid are: 
1. Protection of Religion (Ḥifẓ al-Dīn) 
2. Protection of Life (Ḥifẓ al-Nafs) 
3. Protection of Intellect (Ḥifẓ al-‘Aql) 
4. Protection of Lineage/Progeny (Ḥifẓ al-Nasl) 
5. Protection of Wealth (Ḥifẓ al-Māl) 
In the context of AI, these objectives provide a holistic benchmark for ethical evaluation. For 
example, AI systems must not threaten human life (nafs) through misuse in warfare or 
surveillance. They should protect and enhance human intellect (‘aql), not replace or 
manipulate it through biased algorithms or misinformation. Furthermore, AI must not 
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disrupt the social fabric or family structures (nasl) through dehumanization or value erosion. 
Respecting individual and collective wealth (māl) means preventing exploitation, 
monopolies, and data theft. Ultimately, even religious identity and practice (dīn) must be 
safeguarded, ensuring AI does not propagate ideologies that undermine spiritual values. 
Thus, aligning AI development with the Maqāṣid al-Sharī‘ah ensures not only ethical 
compliance but also holistic human welfare, grounded in Islamic teachings.7 
Ethical Concerns in AI Development and Use 
The advancement of Artificial Intelligence technologies raises significant ethical challenges 
that must be addressed within any moral framework, including Islamic ethics.8  
From algorithmic fairness to socioeconomic impacts, these concerns demand urgent 
attention to ensure that technological progress does not come at the expense of justice, 
dignity, and human well-being. Islam, with its rich moral heritage, offers clear guidance on 
many of these issues. 
Algorithmic Bias and Discrimination 
One of the most pressing concerns in AI development is algorithmic bias. AI systems trained 
on unbalanced or prejudiced data can reinforce societal inequalities, particularly in sensitive 
areas such as facial recognition, hiring practices, and criminal justice. Islam categorically 
forbids all forms of injustice and discrimination.  
The Qur’an states: 
“Indeed, Allah commands justice (‘adl) and good conduct...”9  
This commandment establishes justice as a central ethical imperative. Discrimination based 
on race, ethnicity, gender, or socioeconomic status contradicts Islamic teachings. Therefore, 
Muslim AI developers and institutions must adopt rigorous measures to identify, audit, and 
mitigate biases in datasets and algorithms. Ethical AI, from an Islamic perspective, must treat 
all human beings with fairness and equity (musāwāt), reflecting the principle of the inherent 
dignity of every individual. 
Surveillance and Privacy 
With the rise of AI-powered surveillance systems, concerns over privacy violations have 
intensified.10  
While security and social order are important, Islamic ethics draws a clear boundary against 
undue intrusion into personal life. The Qur’an warns: 
“And do not spy on one another...” .11 
This verse upholds the sanctity of personal privacy and condemns unauthorized monitoring. 
Islam recognizes the importance of human dignity (karāmah) and the private sphere 
(ḥurmah), both of which are threatened by invasive AI applications.12  
Hence, AI surveillance tools must be regulated under ethical guidelines that ensure 
transparency, necessity, and proportionality. Data collection should be consensual and serve 
a legitimate, publicly beneficial purpose. 
Autonomy and Human Agency 
Islam places significant emphasis on ikhtiyār (free will) and taklīf (moral responsibility). 
Human beings are accountable for their choices and actions, a concept central to both 
theological and ethical reasoning in Islam. However, AI systems that predict, manipulate, or 
restrict behavior—such as those used in political microtargeting, online advertising, or 
recommendation algorithms—pose a threat to this moral agency. 
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Technologies that subtly guide users' decisions can erode personal autonomy and diminish 
ethical responsibility. From an Islamic viewpoint, this undermines the core belief in human 
accountability before God.13  
AI must be designed in a way that supports informed decision-making and preserves human 
agency rather than overriding it. 
Unemployment and Economic Justice 
AI-driven automation, particularly in manufacturing and services, threatens to displace 
millions of workers globally. This raises grave concerns about economic justice—a core value 
in Islam.14  
The Qur’an repeatedly commands fair treatment of workers and emphasizes equitable 
distribution of wealth. Islamic governance models have historically mandated state 
responsibility in safeguarding the welfare of the economically vulnerable. 
Islamic teachings discourage monopolization, exploitation, and hoarding of wealth. If AI 
deployment results in disproportionate enrichment of a few and the marginalization of many, 
it violates the Islamic mandate of social equity. 15 
Therefore, Islamic ethics requires that AI be deployed in a way that promotes inclusive 
growth, alleviates poverty, and supports sustainable livelihoods. This may involve re-skilling 
programs, job creation in AI-related sectors, and policies ensuring that technological benefits 
reach all layers of society. 
Guiding Islamic Principles for Ethical AI 
The Islamic ethical system offers more than a set of prohibitions—it presents a proactive 
framework of values that encourage technological development in harmony with human 
dignity, justice, and divine accountability.16  
In the context of Artificial Intelligence, these values are crucial in shaping technologies that 
not only avoid harm but actively contribute to social good. The following guiding principles—
derived from core Islamic teachings—can serve as ethical pillars for AI development and 
deployment. 
Justice (‘Adl) 
Justice is a foundational value in Islam, emphasized repeatedly in the Qur’an and the Sunnah. 
The Qur’an commands: 
“Indeed, Allah commands justice (‘adl), excellence (ihsan), and giving to relatives...”17 
In the domain of AI, justice entails the fair design of algorithms, elimination of data biases, 
equitable access to AI services, and mitigation of any harm resulting from AI applications. It 
requires developers, engineers, and corporations to ensure that systems do not unfairly 
privilege one group over another or reinforce existing inequalities. Islamic ethics also extends 
justice to include qisās (rectification)—meaning those who suffer from AI-induced harm 
should have accessible means for redress and compensation. Therefore, justice in AI is not 
only preventive but also corrective. 
Benevolence (Iḥsān) 
While justice is obligatory, Islam elevates the moral standard by encouraging iḥsān—
excellence and benevolence in action. The Prophet Muhammad صلى الله عليه وسلم said: 
“Indeed, Allah has prescribed excellence (iḥsān) in everything...”18 
This principle urges that AI technologies go beyond neutrality or basic fairness and actively 
contribute to the well-being of individuals and societies.19  
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AI applications should be designed to enhance public welfare—such as by improving 
healthcare diagnostics, advancing environmental protection, supporting inclusive education, 
and assisting the disabled or elderly. The goal is not merely to avoid harm but to generate 
benefit (maṣlaḥah) in alignment with Islamic ethical priorities. 
Accountability (Mas’ūliyyah) 
Islamic ethics firmly establishes that every individual is accountable for their actions. The 
Qur’an affirms: 
“Every soul is accountable for what it has earned.”20 
This concept directly applies to AI stakeholders—developers, data scientists, tech companies, 
regulators, and governments—who must assume both moral and legal responsibility for the 
outcomes of the technologies they build and deploy.21  
In Islamic jurisprudence, responsibility (taklīf) is not waived due to complexity or delegation; 
therefore, "black box" excuses in AI systems cannot absolve humans from ethical 
consequences. Transparent design, explain ability, and oversight mechanisms are essential 
to uphold accountability in AI systems. 
 Trust (Amānah) 
The concept of amānah—trust or entrusted responsibility—is critical in Islam. The Qur’an 
states: 
“Indeed, We offered the Trust to the heavens and the earth and the mountains, and they declined 
to bear it... but man undertook it.” 22 
AI systems, especially those handling sensitive data or making high-impact decisions, must 
operate in a trustworthy manner.23  
Misrepresentation, hidden algorithms, unauthorized data harvesting, and unethical 
behavioural nudging are all breaches of amānah. Transparency, data security, and informed 
consent are not just technical requirements but moral imperatives in Islam. Both users and 
developers must fulfill the trust placed in them by society, institutions, and ultimately by God. 
Applications of Islamic Ethics in AI Technologies 
The integration of Artificial Intelligence across various sectors offers transformative 
potential, but it also necessitates an ethical compass to ensure that its deployment aligns with 
moral and social values.24  
Islamic ethics provides a value-based framework that can guide the responsible use of AI 
technologies, ensuring their benefits are realized without compromising human dignity, 
justice, and public welfare. Below are some key domains where Islamic ethical principles can 
and should inform AI applications: 
Healthcare AI 
The use of AI in healthcare—such as in diagnostics, treatment planning, patient monitoring, 
and drug discovery—has the potential to significantly enhance medical outcomes. However, 
it must be grounded in core Islamic ethical values, especially raḥmah (compassion), ḥifẓ al-
nafs (protection of life), and satr al-‘awrah (confidentiality and privacy). Patient data must be 
handled with the utmost discretion, in line with Islamic medical ethics that equate 
unauthorized disclosure to moral harm. 
AI systems must also prioritize patient dignity, avoid discrimination in diagnosis or access to 
care, and ensure that life-saving technologies are equitably distributed.25  
Islamic ethics emphasizes not only curing illness but also serving the maṣlaḥah (public 
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interest), making it imperative that healthcare AI supports both individual and collective 
well-being. 
Financial Technology (Fintech) 
AI is increasingly used in Islamic finance for risk assessment, fraud detection, robo-advisory 
services, and customer engagement.26  
However, the ethical deployment of AI in this domain must strictly adhere to Shariah 
principles. Algorithms must be designed to avoid interest-based transactions (ribā), 
excessive uncertainty (gharar), and unjust enrichment. Instead, they should support 
permissible financial models such as murābaḥah, mushārakah, and wakālah. 
Legal and Judicial AI 
AI is increasingly being applied in legal systems to predict case outcomes, suggest sentences, 
or assess risks of recidivism. From an Islamic ethical standpoint, this use of AI must be 
approached with extreme caution.27  
The Islamic legal system is rooted in ‘adl (justice), taqwā (God-consciousness), and the strict 
prohibition of ẓulm (oppression or injustice). 
AI in the judiciary must avoid reinforcing systemic biases, must be transparent in decision-
making processes, and should always allow for human oversight, especially from qualified 
judges or jurists. The sacred nature of legal adjudication in Islam demands that such tools be 
used only to support—not replace—moral reasoning, contextual understanding, and the 
pursuit of justice. 
Educational AI 
The use of AI in education includes intelligent tutoring systems, adaptive learning platforms, 
and AI-driven assessment tools.28  
While these technologies offer personalized learning and efficiency, Islamic ethics demands 
that they promote ‘ilm (knowledge), ḥikmah (wisdom), and ta’dīb (ethical formation). 
Education in Islam is not just about acquiring information but also about nurturing character, 
spiritual awareness, and social responsibility. 
AI-based education tools should thus be designed to reflect Islamic values such as respect for 
teachers, cooperation among learners, and the integration of moral content. Additionally, 
care must be taken to ensure equitable access to educational technologies, particularly for 
marginalized and underserved communities, in line with the principle of ‘adl (justice) and the 
collective right to education. 
Framework for Islamic Ethical Governance of AI 
The rapid development of Artificial Intelligence (AI) technologies poses significant moral and 
legal challenges that require a robust governance framework, especially within Muslim-
majority contexts.29  
An Islamic ethical framework for AI governance must be proactive, interdisciplinary, and 
grounded in both the traditional principles of Shariah and the realities of modern 
technological innovation. The following components offer a strategic outline for building such 
a framework: 
Involvement of Scholars and Technologists 
One of the fundamental pillars of Islamic governance in the age of AI is interdisciplinary 
collaboration. Islamic scholars (‘ulama) versed in fiqh al-mu‘āmalāt (jurisprudence of 
transactions), ethics (akhlaq), and maqāṣid al-Sharī‘ah (objectives of Islamic law) must work 
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closely with computer scientists, engineers, data analysts, and AI ethicists. This partnership 
ensures that emerging technologies are not evaluated in isolation, but through the dual lens 
of religious ethics and technical feasibility. 
Such collaboration can address complex questions like the permissibility of autonomous 
decision-making, data commodification, or predictive analytics.30 Through ijtihād 
(independent reasoning), scholars can engage in dynamic jurisprudential reasoning to adapt 
classical principles to contemporary technological realities. This will prevent stagnation and 
foster ethical innovation. 
Development of AI Fatwas and Guidelines 
Just as Islamic jurisprudence has evolved to address bioethics, finance, and environmental 
issues, it must now confront the moral dimensions of AI. Authoritative fatwas—religious-
legal opinions—can provide clarity on the permissibility (ḥalāl), prohibition (ḥarām), or 
conditional use of specific AI applications. These rulings must be based not on rigid 
traditionalism but on thoughtful ijtihād, ensuring that they remain relevant to fast-evolving 
technological landscapes. 
Institutional Oversight and Ethical Audits 
To ensure practical enforcement of Islamic ethics in AI, governments and organizations in 
Muslim-majority countries must establish formal oversight bodies.31  
These institutions should conduct regular Shariah-based ethical audits of AI systems, 
evaluating their compliance with Islamic values such as ‘adl (justice), amānah (trust), raḥmah 
(compassion), and ḥifẓ al-nafs (protection of life). 
Such bodies must remain independent and multidisciplinary, drawing on expertise from 
theology, law, data science, sociology, and public policy. They could be modeled after ethics 
review boards used in biomedical or financial sectors, but with Islamic principles at the core. 
Their responsibilities may include: 
• Assessing risks of AI applications on society and individuals. 
• Reviewing data collection practices for privacy violations. 
• Ensuring transparency and explainability in decision-making algorithms. 
• Advocating inclusive and just AI policies, particularly for marginalized populations. 
Establishing such institutions would position Muslim societies as contributors—not just 
consumers—in the global conversation on ethical AI governance. 
Challenges in Implementation 
While the integration of Islamic ethical principles into Artificial Intelligence (AI) governance 
holds immense promise, it is not without significant obstacles. These challenges must be 
critically examined and strategically addressed to build a viable, impactful, and contextually 
grounded Islamic ethical framework for AI development and deployment. 
Diverse Interpretations of Islamic Ethics 
One of the foremost challenges is the diversity of interpretations within Islamic 
jurisprudence (fiqh).32  
Given the plurality of legal schools (madhāhib) and methodological approaches, scholars may 
differ on the permissibility, conditions, and ethical boundaries of specific AI applications. For 
example, while some may view AI surveillance as a tool for maintaining security, others may 
see it as an invasion of privacy and thus impermissible. 
This diversity, while a strength in jurisprudential tradition, can create fragmentation and 
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uncertainty in ethical policy-making. Therefore, achieving consensus (ijmā‘) or at least 
convergent understanding among scholars across sects and schools is essential. Establishing 
platforms for dialogue, such as international Islamic ethics forums on technology, may help 
promote shared principles and uniform guidance. 
The integration of Islamic ethical principles in the development and deployment of Artificial 
Intelligence technologies is both necessary and feasible. Islamic ethics, with its deep 
emphasis on justice, accountability, and human dignity, offers a robust moral foundation that 
can complement existing AI governance frameworks. In a world increasingly shaped by 
algorithms, it is vital for Muslim communities—and indeed all of humanity—to ensure that 
technology serves people, rather than the other way around. Aligning AI with Islamic values 
can foster innovation that is not only intelligent but also ethical, equitable, and spiritually 
conscious. 
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